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Abstract

Mastering how to convey meanings using language is perhaps the main challenge facing any lan-
guage learner. However, satisfactory accounts of how this is achieved, and even of what it is for a
linguistic item to have meaning, are hard to come by. Nick Chater was one of the pioneers involved
in the early development of one of the most successful methodologies within the cognitive science of
language for discovering meaning: distributional semantics. In this article, we review this approach
and discuss its successes and shortcomings in capturing semantic phenomena. In particular, we discuss
what we dub the “distributional paradox:” how can models that do not implement essential dimensions
of human semantic processing, such as sensorimotor grounding, capture so many meaning-related phe-
nomena? We conclude by providing a preliminary answer, arguing that distributional models capture
the statistical scaffolding of human language acquisition that allows for communication, which, in line
with Nick Chater’s more recent ideas, has been shaped by the features of human cognition on the
timescale of cultural evolution.
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History

Has turned into words

The world

Has turned into words
Everything

Has turned into words
Words, words, words in bulk
Silvio Rodriguez, “Palabras”

1. Introduction

How do words get their meaning? Philosophers have pondered this question for millen-
nia, yet disagreement abounds.! Since Plato (Cratylus, 1999), some scholars have proposed
that linguistic meaning is “derived” from the mind (e.g., Chomsky, 2015; Fodor, 2001; Lan-
gacker, 2008). When someone says, “the cat is on the mat,” the meanings of “cat” and “mat”
depend on the listener’s internal concepts of CAT and MAT, respectively. Other philosophers
have instead argued that the meaning of a word comes from its usage in the language (e.g.,
Wittgenstein, 1953). So, the meanings of “cat” and “mat” come from the specific situational
context in which they are being used. The debate has also spilled over into cognitive science,
where both perspectives are represented. Nick Chater, too, entered the fray early in his career,
conducting some key pioneering work with Steven Finch and Martin Redington, within what
has since then become known as “distributional semantics.”

Distributional approaches to semantics are based on two core intuitions about meaning.
The first one is Firth’s (1957) insight that the meaning of a word constrains what other words
co-occur with it. Thus, the context of a word can be used as a window? to its meaning. The
second one is that word meanings can be construed as a semantic space representing the
similarity between those words in terms of their meaning (Salton et al., 1975). Even if we
cannot express what exactly the meaning of “dog” is, we know it is more similar to “cat” than
it is to “building,” and “building” itself is more similar to “house” than to “run,” and so on.

Both intuitions inspired the methodology behind distributional models of semantics: the
meaning of a word can be captured by tracking its patterns of occurrence (hence, its contexts),
and similar words will have similar patterns of occurrence. Thus, a meaning space can be
built based on how words co-occur with one another, such that words that occur in the same
contexts are closer to each other. The space itself will then be a model of the meaning of the
words used to build it (Lund & Burgess, 1996).

In this article, we first discuss the contributions of Chater, Finch, and Redington to the
nascent cognitive science approaches to distributional semantics in the early 1990s. This
work focused on using word co-occurrences to capture broad aspects of word use in the
form of lexical categories. We then survey subsequent computational models of increasing
sophistication—including recent large language models (LLMs)—that can account for
more detailed dimensions of word meaning and associated human behavior. These models,
however, are not without limitations, which we discuss, including ways in which they do
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not capture certain semantic phenomena, and various tentative attempts being undertaken to
improve them. Finally, we return to our initial question about where the meanings of words
come from and ponder what distributional semantics is really a model of, what their relation
to language use could be, and what can be expected of them as explanatory tools.

2. Discovering lexical categories

Lexical categories, such as nouns and verbs, can be construed as broad semantic categories.
Indeed, in English, nouns typically map onto objects/things and verbs to actions. So, knowing
the lexical category of words provides (probabilistic) cues to their general meaning as well as
how they might be used in a sentence. For example, knowing that “cat” and “mat” are nouns,
“sat” a verb, “on” a preposition, and “the” a determiner, allows a speaker to combine them
into the sentence frame Det Noun Verb prep Det Noun, yielding “The cat sat on the mat.”

Starting in 1991, Nick Chater and his colleagues published a series of computational studies
demonstrating how a distributional learner might gain knowledge about the lexical category
of a word from its pattern of occurrence with other words. An initial hybrid model by Finch
and Chater (1991) employed statistical analyses to obtain bigram frequency patterns (for pairs
of words) from a corpus consisting of 33 million words from USENET newsgroups to train
a neural network via Hebbian learning. Subsequent clustering of word similarity measures
derived from the network revealed groupings of words into lexical categories. As shown in
Fig. 1, these categories are more fine-grained than typical lexical categories, for example,
dividing proper nouns into countries and names and verbs into different inflectional cate-
gories. Finch and Chater (1992) extended this work with as a Hebbian network implementing
unsupervised clustering that captured both standard lexical categories but also more seman-
tically nuanced ones. In further USENET hierarchical cluster analyses, Finch and Chater
(1994) showed that proto-phrases and even short sentences can be derived from word co-
occurrence statistics. And Redington, Chater, Huang, Chang, Finch, and Chen (1995) demon-
strated that the same approach works for French, German, and Mandarin Chinese.

Whereas the modeling by Finch, Chater, and colleagues was primarily concerned with
showing that there was sufficient information in large swaths of language to discover lexical
categories of differing granularity, Redington, Chater, and Finch (1993) were interested in
whether children might be able to learn lexical categories from the speech they hear from
parents and other caregivers. So, instead of using written text from USENET, Redington et al.
used 2.1 million words of child-directed speech from the CHILDES database (MacWhinney
& Snow, 1985). To further increase psychological validity, they also adopted a simpler way
of capturing distributional regularities (inspired by the Hebbian network in Finch & Chater,
1992). They focused their analyses on the 1000 most frequent words in the corpus and
recorded the co-occurrence of each of those words with 150 “context words.” These context
words comprised the top-150 most frequent words and their co-occurrence within two words
before and after the target words was recorded (i.e., a five-word window was moved through
the entire corpus—CONTEXT., CONTEXT.; TARGET CONTEXT,, CONTEXT,,—to
record context-target word co-occurrences). Each target word was then represented by a
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Determiners
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Fig. 1. Reproduction of a dendrogram from Finch and Chater (1991) showing the cluster structure of 1000 words,
revealing a fine-grained lexical category structure (<5% of data was omitted or did not fit with the labels). This
version of the dendrogram shows the same cluster structure as the original without reproducing the length of the
branches. Constructed using Mesquite (Maddison & Maddison, 2023).

600-dimension vector corresponding to its co-occurrences with the context words. These
vectors can then be compared to reveal similarities between words: Clustering of such word
representations resulted in the discovery of lexical categories closely resembling those found
by Finch and Chater (1991) but based on much less and more messy input. Moreover,
Redington et al. showed that their model was able to classify new words as either nouns
or verbs better than chance. Further distributional analyses in Redington, Chater, and Finch
(1998) revealed that distributional information was more useful for classifying content
words (nouns, verbs, etc.) than function words (determiners, prepositions, etc.). Redington
and Chater (1998) additionally showed that within a lexical category cluster, there would
sometimes be subclusters of words that were related semantically, as illustrated in Fig. 2,
though in many other cases, the semantic relatedness was not high.

A possible limitation of Chater and colleagues’ distributional analyses was that distribu-
tional information alone may not be sufficient for the discovery of lexical categories, let alone
word meaning. To remedy this shortcoming regarding lexical categories, Monaghan, Chater,
and Christiansen (2003) showed that phonological information can be a useful additional cue
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Fig. 2. A semantically related subcluster of nouns referring to food items, reproduced from Redington and Chater
(1998). Note that although “playdough” is not an actual food, it is often consumed by small children (despite
parents’ best efforts) and thus appears in similar distributional contexts in child-directed speech. This version of
the dendrogram shows the same cluster structure as the original without reproducing the length of the branches.
Constructed using Mesquite (Maddison & Maddison, 2023).

to lexical categories, influencing human lexical processing. In subsequent work, quantifying
the usefulness of both distributional and phonological cues to lexical categories, Monaghan,
Chater, and Christiansen (2005) found a frequency by cue tradeoff whereby distributional
cues were more useful for high-frequency words and phonological cues were more useful
for low-frequency words. Monaghan, Christiansen, and Chater (2007) extended this line
of work cross-linguistically to Dutch, French, and Japanese® (while also showing that the
phonological-cue results were not driven by morphology).

The more ambitious project at the base of this, that is, accurately capturing the specific
meaning of words through their distributional patterns, required methodological and architec-
tural innovations. These innovations, in turn, show the potential behind the intuition of Nick
Chater and his colleagues that an essential aspect of language acquisition can be attributed to
tracking statistical patterns of use and abstracting from them.

3. Searching for meaning beyond lexical categories

Nick Chater’s early work with his colleagues on how distributional information may be
useful for language learning has helped pave the way for future work on distributional seman-
tics. Note, however, that the focus on most of the subsequent distributional modeling was not
on simulating the mechanism behind language learning in humans, but rather on effectively
and efficiently inducing a generalizable representation of the meaning of words from given

A T222T'SdOYTTTT 0T/10p/w00" AW ARR.q1PUIIUO//SANY WOJY PAPROIUMOQ ‘0 ‘G9/89GLT

1pun

LORIPUOD puUe SWie | 84} 835 *[5202/T0/0E] uo ArigiTauluo A |Im

I ARiqIRUIL

S5USD 1T SUOLILIOD BAIERID) 3|qed [dde au Ag paussnob a1e sepiLe O '8N J0 Sa|ni oy AIq1T UIUO AS I L (&



6 P. Contreras Kallens, M. H. Christiansen/ Topics in Cognitive Science 00 (2024)

textual data. In terms of their basic computational means of induction, these models can be
roughly divided into “count” and “prediction” models (Baroni et al., 2014b; Lenci, 2018).
We suggest that these distributional models can also be seen as milestones on the road to
the current LLMs. Although the representation of meaning in LLMs is still not well under-
stood, we nonetheless argue that they represent a further key step toward realizing the idea of
meaning-through-use. Our discussion will focus on the conceptual proposals regarding what
the context of a word is and how to induce meaning from it instead of the algorithmic details
of their implementation—except for those cases where one is inextricably tied to the other.

3.1. Count-based models

The mechanism through which count-based models build their meaning space is by explic-
itly keeping track of the words that appear in the context of each word in the vocabulary.
Count-based models can thus be viewed as generalizations on the distributional models used
by Nick Chater and colleagues. After computing these co-occurrence statistics, some of these
models include an additional step where they abstract a further, second-order space that cap-
tures the patterns present in the first-order, word co-occurrence space.

One of the earliest count-based models is the Hyperspace Analogue to Language (HAL;
Lund & Burgess, 1996). This model takes an occurrence window approach to context: in
a specific instance of language use, a word’s context is the words that appear immediately
before and after it. The occurrences are used to keep a count, for each word, of the times every
other word has appeared as its context which are then tabulated into a co-occurrence matrix.
The meaning of a word is represented as its row vector, that is, its co-occurrence with the rest
of the words. This sparse matrix is truncated by considering only a subset of the words, such
as those with the highest variance in context occurrence. The similarity between two words
is measured by the Euclidean distance between their row vectors. The resulting truncated
meaning space displays global similarity patterns such that, for example, words for countries
(Lund & Burgess, 1996), alcoholic beverages (Burgess & Lund, 2000), and body parts (Lund
& Burgess, 1997) form separate coherent clusters. Moreover, Burgess and Lund (2000) found
that their similarity measure correlated with reaction times in a semantic priming study.

Latent Semantic Analysis (LSA; Landauer & Dumais, 1997) is perhaps the best-known
distributional semantics model in cognitive science, at least until very recently (Jones
et al., 2015). LSA started as a method for retrieving documents from queries to a database
(Deerwester et al., 1990). However, Landauer and Dumais (1997) later repurposed the model
as a method for extracting semantic knowledge from a corpus and representing the meaning
of words. Instead of a local context of immediately surrounding words, LSA tracks the
occurrence of words in separate documents across a corpus, creating a word x document
matrix. Singular Value Decomposition is then applied to reduce the dimensionality of the
matrix, keeping only the dimensions that capture the largest amounts of variance, ranging
from just a few (e.g., 10, Contreras Kallens & Dale, 2018) to several hundred (Landauer &
Dumais, 1997; see Evangelopoulos et al., 2012, for a range of useful dimensions). Concep-
tually, this step transforms a co-occurrence matrix into one that represents the patterns of
co-occurrence. Landauer and Dumais (1997) found that LSA mapped onto human semantic
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priming and ratings of meaning similarity; even scoring on par with non-native applicants to
English-speaking universities (64.4%) when tested on the synonymy questions from TOEFL.

A third count-based approach, Topic Modeling, also focuses on word occurrences in
documents—similar to LSA—but uses a Bayesian method for reducing dimensionality known
as Latent Dirichlet Allocation (LDA; Blei et al., 2003). LDA is a generative probabilistic
model that conceives a document as the result of a mixture of distributions over words, each
document of a corpus being generated by the same set of topics in different proportions. These
latent distributions over words are the fopics of the corpus (Griffiths et al., 2007; Steyvers &
Griffiths, 2007). Topics are operationalized as distributions over the probability of occurrence
of each word in the corpus such that the word “dog” has a high probability of appearing in
the topic “pets” but low on the topic “vehicles.” Each document has a “gist” (Griffiths et al.,
2007), which represents the particular mixture of topics that characterizes it. Griffiths et al.
(2007) found that fitting the model with 1700 topics to the TASA corpus produced topics dis-
cernably related to theatre (“stage,” “playwright”), scientific experimentation (‘“hypothesis,”
“evidence”), courts (“witness,” “attorney”), school (“homework,” “teacher”), and Marxist lit-
erature (“socialism,” “revolution”). They furthermore showed that their model accounted for
the same human data as LSA.

3.2. Prediction-based models

Whereas the previous models track the context in which a word occurs by counting their
occurrences, prediction-based models achieve this implicitly by optimizing the representation
of each word for a prediction task in a local linguistic context. Of these, word2vec (Mikolov
et al., 2013a) is the best known one, with the paper originally proposing it accruing over
44,000 citations since its publication. The Hebbian network used by Finch and Chater (1992)
to discover lexical categories can be seen as an early and more limited predecessor to the
word2vec approach. A shallow neural network is trained to either predict a word based on the
sequential presentation of its context (Continuous Bag of Words, CBOW) or the context based
on the word (Skip-gram) (Mikolov et al., 2013a). The word2vec network repeatedly performs
this task for the whole training set using gradient descent to optimize the weights of the
connections between the input words and a linear hidden layer that then outputs to a prediction
of the context (or vice-versa for the Skip-gram model). The connection weights between each
word and the hidden layer after training are the vectors representing the meaning of each
word.

Both methods for training word2vec are highly successful in modeling the semantic space
of words. For example, Mikolov et al. (2013a) report that, when trained on a Google News
corpus, it performs well on sentence completion tasks and can accurately reproduce close
associates of common words. However, its most relevant feat is its ability to model word
manipulation through simple vector combinations. For example, the result of the vector oper-
ation “King — Man + Woman” is a vector similar to the one for “Queen” (Mikolov et al.,
2013a, p. 2) and the sum of “Russia” and “River” is a vector similar to “Volga” (Mikolov
et al., 2013b, p. 7).
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An important advance in prediction-based models was the introduction of the N-gram Skip-
gram algorithm (Bojanowski et al., 2017), which instead of one-hot vectors for words uses
a sum of the n-grams that form the word. This modified version significantly improves on
word2vec’s performance in word analogy tasks, with the largest improvement stemming from
morphological analogies (Bojanowski et al., 2017). Crucially, the N-gram skip-gram model
can represent and accurately generalize its space to rare and novel words by averaging the
vectors of its component n-grams. This produces interesting patterns such as “scarceness”
being related to “rarity” through the match of the n-grams composing ‘““scarce” with the n-
grams composing “rar” and the ones from “ness” matching with “ity” (Bojanowski et al.,
2017, p. 11).

3.3. Large language models

A recent development in the induction and representation of meaning through statistics is
the extraction of representations from more or less general-purpose language models (Devlin
et al., 2019; Peters et al., 2018a; see Elman, 1991, for an early connectionist exploration
of this idea). Recent innovations in model architecture, such as the Transformer (Vaswani
et al., 2017), have made this approach more viable. In contrast with word2vec, which uses a
shallow network trained on a specific task, LLM-based models involve networks with many
layers, trained on the general task of predicting the next element (“token”) in a sentence.
The meaning of the target item is extracted from the activation of the network when the item
is used as the input. Here, the context of each word, in the sense used by Firth (1957), is
captured implicitly during the task of learning the sequential dependencies in the training
corpus. Importantly, because the activation of the network for each item is dependent on
the sequence of preceding items, the representation for a word depends on the context in
which it was presented. Thus, the representation of the word “ape” in the context “the ape
is eating the banana” will be different than the context “the fighter went ape mode” (Liu
et al., 2020). This inherent context-dependence presents a new challenge to how the meaning
of single terms can be effectively captured from the other parts of the input provided to the
network (Bommasani et al., 2020; Lenci et al., 2022; Vuli¢ et al., 2020). An example of
the LLM approach to capturing meaning can be seen from the use of BERT (Devlin et al.,
2019), where items are embedded into a semantic space by obtaining some combination of
the activation of the layers after the input, be it only one or a weighted sum of a number of
them. Devlin et al. (2019) found that different combinations can yield token representations
with different properties. Other models such as GPT and its consecutive iterations (Radford
et al., 2018; see Neelakantan et al., 2022, for an added optimization step), or T5 (Raffel et al.,
2020), and, in principle, any neural language model (Mars, 2022) can be used to obtain these
representations.

The representations of single words, regardless of their context, obtained through LLMs
have been found to outperform the ones obtained by count-based and prediction-based meth-
ods (e.g., Bommasani et al., 2020; Ethayarajh, 2019; Peters et al., 2018b). Moreover, the
in-context representations are able to capture different senses of the same word (Du et al.,
2019; Wiedemann et al., 2019) while retaining coherence in its overall meaning (Coenen
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et al., 2019; Ethayarajh, 2019). Crucially, because these meanings are based on extracting pat-
terns of occurrence and generalizing them in ways that are useful for language modeling, the
weights of the model, and thus the semantic space in which meanings are represented, have
implicit knowledge of dimensions that determine usage such as syntax (Linzen & Baroni,
2021), morphology (Edmiston, 2020), and even some aspects of pragmatics (Potamias et al.,
2020).

4. How close does distributional semantics come to human meaning?

The early computational modeling work by Nick Chater and his colleagues was motivated
by the promise of how distributional information could provide human learners with impor-
tant cues to use words appropriately (in terms of their lexical category). Subsequent work
on distributional semantics has successfully expanded the models’ reach dramatically to deal
with many fine-grained aspects of meaning. Here, we discuss how well current models capture
meaning-related human behavior and cognition. Through their limitations, they also provide a
window into the aspects of meaning that are difficult to learn purely through tracking statistics
of occurrence in use.

We have already touched upon the perhaps biggest success of distributional semantics, and
the reason they can be considered as candidates for models of meaning in the first place:
their robust correlation with human judgments about the similarity of words (see, e.g., Baroni
et al., 2014b; Griffiths et al., 2007; Landauer et al., 1998; Pennington et al., 2014; Wang et al.,
2019). Further comparisons of distributional methods with priming data (Jones et al., 2006;
Mandera et al., 2017; Pereira et al., 2016) have confirmed that distributional semantics models
can accurately predict whether semantic priming will occur, the strength of the effect, and
general qualitative patterns with different kinds of words. LMM-based models have also been
found to mirror human similarity when comparing pairs of sentences (see Chandrasekaran
& Mago, 2021, for a review) and word senses in different contexts (Haber & Poesio, 2021;
Sathvik Nair & Meylan, 2020). In what follows, we discuss work that deals with more specific
psycholinguistic data, beyond the local geometric relations present in these spaces.

4.1. Modeling the acquisition of meaning

Nick Chater and colleagues’ work with child-directed speech (Monaghan et al., 2005, 2007,
Redington et al., 1993, 1998) provided early demonstrations that adult speech to children is
sufficient for discovering lexical categories. Riordan and Jones (2011) found that most mod-
ern distributional models achieved representations of word classes similar to those contained
in the MacArthur-Bates Communication Development Inventories (Fenson et al., 1994) when
trained on the CHILDES (MacWhinney, 2014) corpora, rivaling hand-coded feature repre-
sentations. Frermann and Lapata (2016) reproduced this result by training a modified Topic
Model that includes word categories. Importantly, their model, trained incrementally, showed
a developmentally plausible learning trajectory. This successful modeling of child word cate-
gory acquisition was also achieved by prediction-based models (Asr et al., 2016; Huebner &
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Willits, 2018). Wang et al. (2023) trained a long short-term memory (LSTM) model on the
dense language input to just one child and found that embeddings extracted from this network
clustered in a similar way.

Another developmentally relevant feature of distributional models is their ability to capture
the dynamics of meaning acquisition in children. Landauer et al. (2011) developed the notion
of “word maturity,” measuring the difference in the representations of the same word between
two different corpora. In their study, they built an LSA space with a complete corpus of
paragraphs and compared this “final” state of the word’s representation with its vector in
spaces built with increasingly large portions of the corpus. They found that test words show
an intuitive developmental trajectory: whereas words like “dog” and “turkey” maturate very
quickly, others like “electoral” and “productivity” require most of the corpus (Landauer et al.,
2011). In a more direct test, Biemiller et al. (2014) found that the LSA word maturity of a
term has a higher correlation to Age of Acquisition than its print frequency.

Similarly, for prediction-based meaning representations, Botarleanu et al. (2021) showed
that an analog of word maturity using word2vec in a set of multilingual corpora was a sig-
nificant predictor of Age of Acquisition in the respective languages. Finally, Fourtassi et al.
(2019) represented lexical development as a network where the edges between terms are
derived from the cosines between their vectors in the word2vec embeddings. They found that
the emergence of the cluster structure of this network on a month-by-month basis can mirror
the real developmental trajectories of children. Whether LLMs also mirror these trajectories
is not as well understood, and there is conflicting evidence. For example, Portelance et al.
(2023) found that the average surprisal of words across their contexts in child-directed speech
as computed by an LSTM is a significant predictor of Age of Acquisition beyond unigram
frequency. By contrast, Chang and Bergen (2022) found that the average surprisal for each
word during training (on a different corpus), treated as a proxy for its acquisition trajectory,
does not have the same predictors as Age of Acquisition in children.

A final source of probabilistic information relevant for uncovering the meaning of words
can be found in the sound patterns of words themselves (for reviews, see Dingemanse et al.,
2015; Haslett & Cai, 2024). Indeed, Nick Chater’s work with Monaghan and Christiansen
had shown that child-directed speech contained useful information about lexical categories
(Monaghan et al., 2003, 2005, 2007). Recent work has shown that distributional models
are not limited to information available in word co-occurrence statistics but can also be
made sensitive to such within-word cues to meaning. For example, when Gatti et al. (2023)
provided their model with subword information, it was able to capture aspects of phonolog-
ical patterning that affect human responses to nonwords in a semantic priming task. More-
over, when a multimodal LLM—trained on text and images—was tasked with generating 3D
renderings of objects whose shape was defined by a nonword, it created shapes that were
spiky for words sounding similar to kiki and rounded shapes for wounds that sounded like
bouba (Alper & Averbuch-Elor, 2024). This replicates the well-known sound symbolic effect
observed cross-linguistically in humans (e.g., Cwiek et al., 2022). Future work exploring the
degree to which distributional models take advantage of cues that complement word-level
co-occurrence statistics can help inform our theories of how different sources of statistical
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information are integrated, a process that is particularly important during the early stages of
the acquisition of meaning (Imai & Kita, 2014; Monaghan et al., 2007).

4.2. Modeling brain activity

The distributional organization of words into classes has also been used as a predictor of
brain activity related to specific meanings. Mitchell et al. (2008) built a distributional model
using a set of concrete nouns and hand-selected verbs relating to basic sensorimotor activi-
ties. This model encoded the associative strength between each noun and verb by observing
their co-occurrence in a corpus. Then, a classifier was trained to predict functional mag-
netic resonance imaging (fMRI) data using a linear combination of the vectors for the nouns.
The classifier achieved an accuracy of 75% in a cross-validation scheme, showing that the
co-occurrence-based semantic space was able to represent the similarity in brain activation
through the similarity of the words. Pereira et al. (2011) reproduced these results using a
Wikipedia-trained Topic Model, and Huth et al. (2016) used a co-occurrence matrix with a
set of basic words from Wikipedia to construct a semantic map of the brain, showing what
regions are activated when processing particular meanings.

All these studies, however, used only concrete nouns as stimuli for their models. Apart
from the technical limitations of fMRI technology (Bullinaria & Levy, 2013), this is related
to a problematic aspect of distributional models: the similarities being captured are too vague
to account for the complete grasp of meaning that humans seem to possess. Indeed, Pereira
et al. (2016) argue that pre-LLM distributional models are ill-equipped to deal with relation-
ships of meaning that go beyond a vague notion of “relatedness.” Evidence of this comes
from the poorer performance of all models on the SimLex word similarity norms (Hill et al.,
2015), which distinguishes between related words (“car” and “street”), semantically sim-
ilar words (“car” and “automobile”), and both (“car” and “truck”). The inclusion of this
control—meaning that a considerable portion of the norms are semantically similar but not
related—drastically reduces the performance of all pre-LLM distributional models (Pereira
et al., 2016). This overall difficulty of grasping subtler relationships of meaning is further
reflected in the sharp decline of the correlation between model and human predictions when
using norms that only include verbs (Gerz et al., 2016).

This problem has been tackled by using more sophisticated methods to construct a semantic
space for encoding and decoding brain activity. Pereira et al. (2018) propose that prediction-
based models such as word2vec can be used to build an effective “universal decoder” of
semantic processing activity in the brain. Subsequent comparisons of these methods with
LLM-based spaces have shown that the latter are superior due to properties that are in turn
informative of the dimensions of language processing missed by the former. For example,
LLMs are better at capturing the granularity of the brain’s semantic space (Sun et al., 2020)
thanks to the inclusion of context (Goldstein et al., 2022; Jain & Huth, 2018) and the opti-
mization of the space for in-context prediction (Caucheteux & King, 2022; Goldstein et al.,
2022). In other words, these models benefit from being the product of optimization for lan-
guage use (although see Antonello & Huth, 2023, for a version of this argument that does not
depend on prediction as a shared computational principle).
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5. Have distributional models broken containment?

To discuss one of the key problems of distributional semantic models, especially in their
count- and prediction-based forms, consider the assumption that the semantic space is homo-
geneous, that is, that there is no class or category of word that has a qualitatively different
representation from the other ones. However, the semantic space of humans seems to be orga-
nized around sharper distinctions than this would suggest, for example, the difference between
concrete and abstract words. Although it is a robustly attested phenomenon that more con-
crete and imageable words are easier to process than more abstract words (Kousta et al., 2011;
Paivio, 1991), this difference is not easily captured by co-occurrence because it relates to the
content rather than the context of a word.

The lack of differentiation in the space for the format and content of the representations—
such as for abstract and concrete nouns—brings us then to two related but distinct objections
to distributional semantics: the embodiment problem and the symbol grounding problem.

5.1. Language embodiment

The problem of the homogeneity of the semantic space in distributional models of meaning
is consistent with the Embodied Cognition criticisms of distributional semantics (Glenberg
& Mehta, 2012; Glenberg & Robertson, 2000; Zwaan, 2014). According to these perspec-
tives, human cognition is inherently situated in the bodily experience of each agent—and
this includes language processing and representation (Meteyard et al., 2012). In terms of dis-
tributional models, this would entail that representing words with radically different mean-
ings using the same amodal disembodied symbols (Barsalou, 2016) cannot capture the way
humans organize their knowledge.

One of the main claims of the embodiment perspectives on linguistic semantics is that
understanding the meaning of a word involves activating the bodily experiences—perceptual
and proprioceptive—related to that word (Barsalou, 1999; Zwaan, 2003). Thus, papering over
the details, the meaning of “cat” is rooted in simulating perceptual experiences related to
interacting with cats, and the meaning of “run” activates (among others) the proprioceptive
experiences of running (Andrews et al., 2014; Binder & Desai, 2011). Depending on whether
the embodiment is taken weakly or strongly (see Meteyard et al., 2012), simulation is nec-
essary and/or sufficient for meaning beyond the associated words, respectively. Thus, from
an embodiment perspective, purely distributional models of meaning are either inherently
incomplete or entirely misguided.

The involvement of embodied processes for meaning can explain the problem of homo-
geneity as illustrated by the difference between abstract and concrete words. For example,
according to some theorists (e.g., Barsalou et al., 2008; Borghi et al., 2017), the main dif-
ference between concrete and abstract meanings is their degree of embodiment. Concrete
meanings activate more modality-specific areas of the brain (Montefinese, 2019) which sug-
gests that their representation involves more sensorimotor simulation. Moreover, it may also
explain the difficulties that distributed models tend to have with verbs: activation of action
words involves activation of the motor systems responsible for performing it (Aziz-Zadeh

A T222T'SdOYTTTT 0T/10p/w00" AW ARR.q1PUIIUO//SANY WOJY PAPROIUMOQ ‘0 ‘G9/89GLT

1pun

LORIPUOD puUe SWie | 84} 835 *[5202/T0/0E] uo ArigiTauluo A |Im

I ARiqIRUIL

S5USD 1T SUOLILIOD BAIERID) 3|qed [dde au Ag paussnob a1e sepiLe O '8N J0 Sa|ni oy AIq1T UIUO AS I L (&



P. Contreras Kallens, M. H. Christiansen/ Topics in Cognitive Science 00 (2024) 13

et al., 2006; see Vigliocco et al., 2011, for a review). But this information is less publicly
available than the perceptual experiences associated with nouns, which could result in less
informative co-occurrence relations in the records of public language use on which distribu-
tional models are trained (i.e., corpora).

5.2. The symbol grounding problem

The criticisms from embodiment are tightly tied to the problem of symbol grounding
(Harnad, 1990). Although most reviews and criticisms treat these problems as largely equiv-
alent (e.g., Andrews et al., 2014; Barsalou, 2016; Jones et al., 2015; Lenci, 2018), their main
objections differ. Whereas embodiment criticisms focus on the implausibility of the content
and format of distributional semantics, the objection of grounding focuses on their usefulness
as models of meaning.

The basic intuition behind the grounding objection is the following. Imagine your knowl-
edge of the meaning of words is totally captured by word2vec embeddings. Someone tells
you “look, a cat!”, and you attempt to understand what the meaning of the term “cat” is.
You search your knowledge and find that the words closest to “cat” are “cats,” “dog,” and
“kitten.” Then, you access the most similar one, “cats,” and find that its most similar words
are “felines,” “cat,” and “pets.” In turn, the most similar words to “felines” are “cats” and
“feline,” which brings you back to where you started.

This is the situation that Harnad referred to as the “symbol merry-go-round” (1990, p. 340):
even though there are intuitive similarity relationships, the symbols do not seem to touch
reality at any point. In more philosophical terms, the grounding problem of distributional
semantic models is that they can be described as senses that do not fix any reference (Frege,
1948/1892; Putnam, 1974). The knowledge that they have about the meaning of “cat” does not
enable them to identify a cat. Indeed, the relationships they reveal are only intuitive to human
interpreters, which, of course, reveals that the knowledge of meaning that the interpreters
have must be qualitatively different from the one that the model possesses (Searle, 1980).
Therefore, the model cannot be an accurate description of the interpreter’s knowledge of the
meaning of words.

The reason the grounding problem has been tied to the embodiment objection is that
embodying meanings can be seen as an answer to the question of how they can be grounded.
Indeed, if the meaning of words is stored in concepts that inherently have sensorimotor prop-
erties, reference comes relatively cheaply (Barsalou, 1999). The meaning of words is tied to
perceptual and proprioceptive features, and thus reference can be fixed with their mediation.
Indeed, this was the solution to the symbol grounding problem that Harnad (1990) envisaged,
based on early connectionist modeling (for a discussion of the philosophical difficulties facing
this approach, see Christiansen & Chater, 1992, 1993).

Although still in their infancy, some recent distributional models have attempted to incor-
porate sensorimotor grounding into their representation. For example, some of them have
attempted to integrate perceptual feature lists with Topic Models by training the genera-
tive model on both sources of data in parallel (Andrews et al., 2009, 2014; Steyvers, 2010).
These models can predict key behaviors such as lexical choice errors and improve the model’s
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correlation with association norms (Andrews et al., 2009). Using a similar method, Johns and
Jones (2012) can predict the sensorimotor features of unseen words and fit better to WordNet
feature lists than pure co-occurrence measures.

More sophisticated models forego hand-coded feature lists and incorporate techniques from
the field of machine vision. Bruni et al. (2014) put forward a model that describes images as a
set of visual features. They extract them for tagged images and concatenate the extracted fea-
tures to the corresponding terms in a co-occurrence matrix. After performing a dimensionality
reduction, the resulting word vectors correlated more highly with word similarity norms than
either of them in isolation. Lazaridou et al. (2017) use a Convolutional Neural Network to
extract high-level features from tagged images. Then, they train a skip-gram model to predict
not only the context of the word but also its associated visual features. Using these multi-
modal embeddings, they can model an experiment where subjects had to learn novel terms
related to novel referents with very little exposure.

LLMs, too, have begun to incorporate multimodal information to improve their perfor-
mance. These models are typically trained on a combination of text and images, capable of
translating one domain to the other (Ramesh et al., 2022; Rombach et al., 2022). However,
to our knowledge, determining the relationship of these models specifically to links between
language and sensorimotor processing is in its infancy (see Berger et al., 2022; Merkx et al.,
2023; Marjieh et al., 2023, for recent attempts at this). Future work could explore how similar
the linkages in these models representations of meaning are to the ones assumed to underlie
human language use.

5.3. The distributional paradox

Given the challenges from embodiment and symbol grounding, we are left with a paradox.
On the one hand, distributional models of semantics can represent the meaning of words in
a way that seems to reflect relevant dimensions of the type of knowledge that humans have
about them. Moreover, the idea behind some of them—building a space of meanings based
on language exposure by tracking the statistical information present in the environment—
resonates with the computations attributed to language learners by usage-based theories. On
the other hand, they are at odds with some of the basic assumptions about the sensorimotor
bases of human conceptual systems and their link to word meaning. They also have difficulties
providing an account of reference fixing and the use of words once they have been acquired.

Recent developments in the LLM field further illustrate this tension. Particularly, the newer
generations of transformer-based language models exhibit an uncanny mastery of coherent,
grammatical language (Contreras Kallens et al., 2023; Piantadosi, 2023) and, through their
text-completion capabilities, they are able to respond to queries from users in a conversa-
tional format. This mastery of language, and thus the quality and usefulness of the represen-
tations of meaning they build during their training, has gotten to a point where distinguishing
between LLM- and human-created texts and conversational output based on surface-level
traits is increasingly difficult (Sandler et al., 2024; Tang et al., 2023).

In a precursor to the embodiment and grounding challenges to distributional semantics,
Searle’s (1980) Chinese Room argument cautioned against attributing understanding to a
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formal system that manipulates symbols without intrinsic content. However, LLMs may
undermine this argument (at least in part) by posing both new and familiar challenges to
the intuitions behind the argument (see Cole, 2023, for a review): what if the room operator
had constructed the dictionary of symbols themselves, based on their experience with the lan-
guage? What if the manipulation of symbols was expressed through long grammatical texts
or dialogue difficult to distinguish from humans? What if, when prompted to do it, it could
draw a semantically adequate “painting of a squirrel eating a burger” (Rombach et al., 2022,
p. 6)? Here, the paradox mentioned above manifests itself in the question of what would be
gained by arguing that this model does not understand, or, even more weakly, know, language
and the meaning of the words it is using (see Van Dijk et al., 2023, for a related point).

In the next section, we attempt to resolve this paradox by providing a tentative answer to the
more basic version of these questions, which also can be found in Nick Chater’s early work.
Why do distributional semantics in particular, and statistical pattern-tracking methods more
generally, work so well, even though they abstract away from properties that we intuitively
consider essential for meaning, cognition, and language use in humans?

6. What is distributional semantics a model of?

Our tentative hypothesis about the source of the paradox—why distributional models seem
to work and not work at the same time—is that it stems from the conflation of “models of
language meaning” with “models of the human conceptual system.” Disentangling these two
notions is crucial for understanding why distributional models can explain as much as they
do while remaining fundamentally, and perhaps even inherently, limited.

6.1. Distributional models and concepts

The reason that distributional models are assumed, and thus expected, to be models of the
human conceptual system is that concepts are assumed to underlie the meaning of words. Con-
cepts are postulated mental entities—akin to packets of knowledge—that have an intentional
link with the objects they represent (i.e., they are about them; Fodor, 1989). This includes,
for example, our concept of CAT, a mental representation that we possess, that allows us to
cognitively interact with them through thought, reasoning, perception, imagination, and so on
(see Murphy, 2004, for a thorough review on theories of concepts).

The default interpretation of distributional models of meaning as models of the conceptual
system assumes that the meaning of a word is derived from the concept to which it is mapped.
In contrast, concepts, somehow,* have meaning by themselves (Fodor, 1989), and are respon-
sible for a word’s capacity to refer to objects in the world. Accordingly, to know the meaning
of the word “cat,” and thus to be able to use it effectively, necessitates having the appropriate
concept CAT and a link between them. Thus, any model purporting to capture the meaning
of words, including distributional models, must ultimately be a model of human concept use
(e.g., Jones et al., 2015; lake & Murphy 2023).
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The assumption behind this argument is that for a word to have meaning it has to be mapped
onto an isomorphic concept—what Lupyan and Lewis (2019) critically refer to as the “words-
as-mappings” view (see also Elman, 2004). This assumption has several drawbacks that seri-
ously undermine its viability. One of them, exhaustively discussed by Fodor (1998), is that
it ultimately requires an innate basis of concepts to at least kickstart the mapping process.
If there is nothing to map onto in the beginning, learning cannot start from concepts; and
because words are learned by mapping them onto a concept, the process cannot start with
words. In contrast to Fodor (1998), we are not willing to bite that bullet. Thus, we consider
this argument a reason to abandon the words-as-mappings view.

A less philosophical flaw is the separation between language and the environment that is
entailed by the words-as-mapping view. This division between words and the concepts they
map onto suggests that the processes of forming concepts and acquiring the labels related
to them are entirely separate, either taking place in parallel or with labels being acquired
after the concepts are in place. However, language is part of the environment with which
humans interact, and we build our knowledge of it along with the rest of the nonlinguistic
environment® (e.g., Tomasello, 2003). A more plausible view of the relationship between
words and the rest of our mental furnishings (Prinz, 2004) is that they are not isomorphic to
specific mental concepts but networked in many-to-many relationships with other words and
our multifaceted experiences with the world (Elman, 2004). In this network, words themselves
act as cues that activate or retrieve other related knowledge, both linguistic and nonlinguistic
(Christiansen & Chater, 2022; Lupyan & Lewis, 2019). In other words, there is no sharp
separation between experiences of words and the things they mean: the word “cat” is as much
a part of our representation of cats as the textures, colors, and sounds associated with our
experiences of these felines.

A particularly effective illustration of the explanatory power of the view that words are
part of a network comprised of both linguistic and nonlinguistic experiences (Louwerse
& Jeuniaux, 2010) can be found in the differences between concrete and abstract words
(Montefinese, 2019). Under this view, abstract words are stronger cues for other related lin-
guistic knowledge, through which it was probably acquired in the first place, whereas con-
crete words retrieve more strongly associated sensorimotor knowledge (Borghi et al., 2017;
see Anderson et al., 2019, for a partial computational implementation of this idea). However,
as discussed above, this type of mixture between sensorimotor and linguistic experiences, and
the preferential activation of some type of content over the other, is a challenging target for
models that use purely distributional cues. This is the embodied and grounded objections to
distributional semantics models from a different vantage point.

This view, however, has a critical drawback. Particularly, we contend that, although it
presents a powerful and viable view of the relationship between words and the conceptual
system, referring to this network of knowledge cued within an individual as a word’s “mean-
ing” (Elman, 2004; Lupyan & Lewis, 2019) seems to ignore one of the key explananda of
a usage-based account of meaning: communicative success. Indeed, communication is tradi-
tionally described as a collaborative attempt by the participants to grasp each other’s intended
meaning (Clark, 1996; Grice, 1957; Levinson, 2019). In the words-as-mapping view, this
procedure is relatively easy to describe: the psychological concepts that the words used by
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the participants are mapped onto are likely already shared. If they are not, subtle differences
can get aligned during communication through mechanisms such as collaboration (Clark &
Wilkes-Gibbs, 1986; Levinson, 2006), alignment (Hasson et al., 2012; Pickering & Garrod,
2004), coordination (Fusaroli et al., 2014), or prediction (Pickering & Garrod, 2013). By
activating the same relatively simple concepts, people can come to use words with the same
meaning (Stolk et al., 2016).

However, this story is more complicated for the words-as-cues perspective, because the
information cued by a word in a specific person can be assumed to be largely idiosyncratic.
It is not hard to imagine a conversation in which the activated memories of specific contexts
of usage (Wojcik et al., 2022) and sensorimotor/affective states related to interactions with
the referents (Lupyan & Lewis, 2019) that are associated with a word might differ radically
between the participants. If these networks of “any and all information that is relevant to the
use and interpretation of a word” (Elman, 2009, p. 568) for each individual are the mean-
ings of the terms, it is challenging to explain how people come to use words with the same
meaning, and, consequently, how they can communicate successfully.

Thus, given that language is an inherently social phenomenon, and communicative interac-
tions are its primary setting (Beckner et al., 2009), whatever is cued by words within individ-
uals cannot be the full story about meaning, lest we assume that meanings are not primarily
for communication, but for thinking (e.g., Chomsky, 2005). This is another bullet we are not
willing to bite. However, the words-as-cues view offers a more satisfactory account of the
relationship between language and cognition than the words-as-mappings view. How can the
conflict between this account, communication, and meaning be resolved? In what follows, we
suggest that it is through cutting the link between meaning and the human conceptual system,
which in turn illustrates how to interpret distributional models of meaning and their success.

6.2. Meaning, culture, and interaction

As a starting point for disentangling the tension between meaning and the cognition of
individual humans, consider Strawson’s (1950) distinction between “referring” and “mean-
ing.” His proposal involves a change in the locus of reference from language to the language
user: reference is not something phrases or sentences have, but something people use them
to do. Referring is an activity that uses language, and what can be used to refer to what is, in
part, limited by their meaning. In turn, the meaning of an expression is captured by the gen-
eral patterns of its use in referring. In other words, a more fruitful conception is considering
the meaning of an expression to be the “general directions for its use to refer to or mention
particular objects or persons” (Strawson, 1950, p. 327). Echoing Frege’s (1948/1892) early
insight, meaning is not reference, nor is reference necessarily mediated or enabled by it. From
the point of view of the language user, learning the meaning of a word is learning how to use
it to (among other things) refer in specific communicative instances with other members of a
linguistic community (Wittgenstein, 1953). This notion of meaning-as-use is also at the center
of Nick Chater’s recent work with Morten Christiansen, providing a modern take on Wittgen-
stein’s notion of “language games” in terms of collaborative improvisations as the foundation
for the processing, acquisition, and evolution of language (Christiansen & Chater, 2022).
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Our suggestion is that distributional models capture this notion of the meaning of words as
their general patterns and expectations of use—without modeling an individual who is able
to use those words (for a related argument, see Westera & Boleda, 2019). This idea has been
suggested in other forms before. Landauer and Dumais (1997), for example, explicitly say
that “the similarity relations between words that are extracted by LSA are based on usage”
(p. 227), and not reference.® More recently, Baroni et al. (2014a) argued that the meanings
in distributional semantics models are computational implementations of Frege’s “senses,” in
that they can be used to induce descriptions of how objects in the world appear as opposed to
being able to determine whether statements about them are true or false.’

We can use this idea to understand the relationship between distributional models of cog-
nition and the cognitive systems of particular individuals. A user’s previous experience with
language—which we can assume to be a subsample of the space of patterns captured by con-
temporary distributional models—is only one of the factors that guide any particular instance
of language use and which may influence their conceptual system. Other factors shaping par-
ticular usage events can include, for example, an individual’s affective state (Beukeboom &
Semin, 2006; Hinojosa et al., 2020), their sensorimotor history and expertise (Beilock et al.,
2008; Ibafiez et al., 2023), and coordination with a conversational partner (Branigan et al.,
2000; Richardson & Dale, 2005). Nonetheless, to the extent that a person’s experiences with
language resembles the general characteristics of the training data of a distributional model,
the model will be able to capture the behavior produced by the mechanisms insofar as it is
shaped by those experiences.

Intriguingly, LLMs can be seen as putting this version of meaning-as-use into actual usage
in interactions with people, without assuming that they, therefore, must be viewed as cog-
nitive agents: their success comes from their effectiveness at capturing the statistical pat-
terns of a representative slice of the information that is also presumably available to humans.
Our perspective explains also why these interactions—and the “human-likeness” of LLMs
more generally—tend to be mediated by cultural biases in relation to, specifically, American
English, given the characteristics of their training data (Atari et al., 2023; Cao et al, 2023;
Johnson et al., 2022; Tao et al, 2024). Moreover, this view also predicts that distributional
models of meaning can be fruitfully applied to studying differences within and between indi-
viduals in terms of their degree of reliance on (Alfred et al., 2021; Johns, 2024; Wang & Bi,
2021) and experience with (Alhama et al., 2020) public language.

Viewed like this, most of the bite of the embodiment and grounding criticisms of distribu-
tional semantics is diffused. Both criticisms point to these models’ failures at capturing the
cognitive and neural processes that enable humans to use language. But whether psychologi-
cal or biological realism is a requirement for their success depends on what they are assumed
to be a model of. If we assume, based on their broad functional description, that distributional
models are statistical abstractions of an input space that represents the linguistic environment
of humans, then they do not need also to represent the mechanism with which humans learn
to interact with and use it to provide successful and effective explanations. In this sense,
distributional semantics are not, in principle, required to account for specific instances of lan-
guage use by humans any more than a successful model of aerodynamic phenomena must also
account for the principles underlying aircraft design in aviation. But this does not mean that
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they cannot inform one another. The probability that any arbitrary model of aerodynamics
will allow us to understand how actual airplanes function is astronomically low, considering
the large space of possibilities. If we found a mysterious flying machine, a relatively success-
ful model of aerodynamics could guide our study of the workings of the machine insofar as
the model is an adequate representation of the principles that inspired its design. Conversely,
studying this already existing machine can help us sharpen our model of aerodynamics by
trying to explain why it works.® That is why the fact that models work in their application can
simultaneously be informative about the domain they are a model of as well as the domain
they are applied to without the former also representing the latter.’

With this, we can return to our original paradox of why distributional models, while inca-
pable of representing the psychological processes of language use in humans, nonetheless
work as well as they do (especially the recent LLMs). We suggest that the answer is that mean-
ings are (at least in part) the shared environmental structures that allow us to use language
socially (Christiansen & Chater, 2022; Raczaszek-Leonardi et al., 2018; Strawson, 1950;
Vygotsky, 2012; Wittgenstein, 1953). That is, we have experienced particular instances of
communicative language use and learned from them using a cognitive system that is affected
by those experiences. These experiences of language are not isolated, but a part of our total
experience of the world, including sensorimotor and social information. Thus, language is
a shared experience in which each individual’s linguistic experience is partially overlapping
with the experiences of other people in their community. It is thanks to this overlap in lin-
guistic experience that we can use language to communicate successfully with others. And
these shared experiences, at a large scale, is what an abstraction over the statistical patterns
present in linguistic corpora can capture: the regularities of the linguistic environment from
which humans learn to use language.

This point connects Nick Chater’s early work on distributional models with his more recent
work on the relationship between culture, cognition, and language. In his work with Chris-
tiansen (Christiansen & Chater, 2008, 2016, 2022), Nick Chater has helped promote the idea
that language should be studied as an adaptive evolutionary system on its own right (see
also Beckner et al., 2009). The properties of this system are shaped, in part, by the cognitive
and communicative needs of the language users in the community that learns and uses that
language. Distributional models are able to capture the patterns of meaning-through-use in
this culturally shared system—the very meanings that allow speakers to communicate about
whatever they need to express in the moment.

The idea of meanings as parts of a culturally evolving system provides an explanation
of why distributional models can capture meaning-related phenomena in humans so well.
Indeed, over the course of cultural evolution, language has adapted to fit and reflect the
learning mechanisms of those who learn it (Chater & Christiansen, 2010; Christiansen
& Chater, 2008, 2016). These pressures will manifest themselves through changes in the
patterns of usage. However, the changes are not random: rather, they are subject to various
cultural, cognitive, and environmental attractors (Beckner et al., 2009; Carr et al., 2017;
Chater & Christiansen, 2022; Contreras Kallens et al., 2018). Through this evolutionary
process, language will be shaped around these attractors such that individual usage events
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will be roughly distributed around them. Thus, one can infer the rough shape of the shared
system through the distributional properties of individual events, such as word usage.

Therefore, distributional models of meaning can be construed as models of the semantic
dimension of the cultural attractors (Buskell, 2017) of language, providing an approximation
of the shared cultural scaffolding (Clark, 2006) of acquisition and use (Sheya & Smith, 2019;
Tomasello, 2016) based on usage events as recorded in corpora. Correspondingly, from the
perspective of individual language users, distributional models describe the socially stable
outcome of processes that are implemented idiosyncratically at lower levels of organization
(Kelso, 1995). The idea that tracking and generalizing statistical patterns play a key role
in language acquisition (e.g., Abbot-Smith & Tomasello, 2006; Saffran & Kirkham, 2018;
Tomasello, 2003) further explains why specifically distributional models of semantics are so
good at capturing these attractors, as already hypothesized in Nick Chater’s early work on
discovering lexical categories.

This perspective can help account for two further aspects of the fit of distributional models
to human behavior. First, it can account for the differences between how closely different
models can capture human meaning use, and their improvements over time: models get better
at this as they approximate more closely what humans do when they engage with their speech
community, the type of cues they use, what they extract from these cues, and what they use
them for. This does not mean, however, that they have become better models of humans, but
only of the type of information to which humans are sensitive (Antonello & Huth, 2023).
Indeed, this predicts that some improvements of the model’s mechanism to more closely mir-
ror the distributional properties of corpora can be detrimental to their fit of the language pro-
cessing of individual humans (see, e.g., Oh & Schuler, 2023). And second, the bidirectional
influences between the linguistic culturally evolving system and the language users have the
consequence that, over time, the cultural scaffolding of human language use will become
partially grounded by proxy without needing a body or sensorimotor experiences of the envi-
ronment. Accordingly, repeated studies have found that linguistic and perceptual stimuli are
redundant to a surprising degree (e.g., Marjieh et al., 2023; Riordan & Jones, 2011; Willits
et al., 2015).

In summary, we have argued that the distributional paradox lies in the conflation of two
different dimensions of meaning. On the one hand, there are the meanings in the community-
level linguistic environment, an abstraction of the culturally transmitted patterns of use by
the members of a community that are shared between them, and which enables successful
communication. On the other hand, there are the cognitive mechanisms behind our individual
ability to use language meaningfully to perform behaviors such as referring to the world.
We propose that distributional models of meaning should be seen as capturing the former
rather than the latter. Furthermore, given that language is shaped by cognition (Christiansen
& Chater, 2008) and acquired through statistical learning from others (Christiansen & Chater,
2022), these models work well when applied to human behavior without needing to capture
the mechanisms behind human language use.

A T222T'SdOYTTTT 0T/10p/w00" AW ARR.q1PUIIUO//SANY WOJY PAPROIUMOQ ‘0 ‘G9/89GLT

1pun

LORIPUOD puUe SWie | 84} 835 *[5202/T0/0E] uo ArigiTauluo A |Im

I ARiqIRUIL

S5USD 1T SUOLILIOD BAIERID) 3|qed [dde au Ag paussnob a1e sepiLe O '8N J0 Sa|ni oy AIq1T UIUO AS I L (&



P. Contreras Kallens, M. H. Christiansen/ Topics in Cognitive Science 00 (2024) 21
7. Conclusion

At the end of their 1992 article discussing the potential philosophical implications for
theories of meaning of early connectionism, the precursors of today’s LLMs, Christiansen
and Chater noted that “... which philosophical challenges connectionism will generate, as
well as its potential significance as a new metaphor for the mind, cannot be decided a pri-
ori through philosophical investigation. Rather, it is an empirical issue—only time, and the
vigorous development of connectionist research techniques, will tell” (p. 247).

Since then, distributional models of language, and particularly of semantics, have come fur-
ther than anyone would have expected, most vividly exemplified by the ability of the recent
slate of LLLMs to carry on conversations with humans. We have suggested that this has been
achieved, despite the paradox stemming from their limited psychological and neural plau-
sibility, because they capture the shared cultural scaffolding that guides the acquisition and
use of language such that it can be used communicatively—and not necessarily the knowl-
edge associated with words that enables each individual to use them meaningfully. Whereas
embodied and grounded accounts of meaning attempt to describe the latter, distributional
semantics models can capture the statistical structure of the former.

The extent to which distributional models can capture semantic phenomena is a testament
to how humans learn language through statistical learning and use it to communicate with
each other. Moreover, because language is a culturally evolving adaptive system, being well
suited to be learned and useful for communication are pressures that shape its structure. This
is why, in a very real sense, the meaning of a word is the partially stable pattern underly-
ing its individual usage events, and thus why distributional methods are uniquely capable of
capturing meaning.

In closing, explaining the success and limitations of distributional models of semantics
requires abandoning both the word-as-mappings perspective and the idea that the meaning of
a word is somehow captured by the cognitive or neural activity of those who use it. It also
requires proponents of distributional models to abandon the notion that they are somehow
models of cognition or the brain. Instead, their successes and failures are better explained
as consequences of what they capture: a dimension of a culturally evolving adaptive system
that guides (and is shaped by) learning and communication (Christiansen & Chater, 2008,
2016, 2022). Thus, distributional models of semantics can be seen as descriptions of meaning
understood as the public, cultural infrastructure that allows individual cognitive systems to
use language meaningfully. In this sense—and maybe only in this sense—interpretations of
distributional models should heed Putnam’s (1974) early externalist dictum: meanings are not
in the head.

Notes
1 We grossly oversimply the huge literature on the philosophy of language here in the

service of moving onto our main topic of discussion: distributional semantics and what
it might tell about the meaning of words.
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2 Or, as Firth suggests, meaning itself can be thought of as “a complex of contextual rela-
tions” (Firth, 1957, p. 6).

3 More recently, Contreras Kallens, Monaghan, and Christiansen (in preparation) have
shown that phonology provides coarse constraints on the semantics of words across 200
different languages, allowing for the separation of words referring to things and actions.

4 Fodor (1998) himself later acknowledged that the huge promissory note inherent in the
qualifier “somehow” has turned out to be very difficult to cash in.

5 Wittgenstein (1953, sections 26—38) makes a similar point when discussing naming as a

language game.

This despite later arguments to the contrary by Landauer (2007).

Or their “mode of presentation” (Zalta, 2001).

8 Indeed, it has been argued that this interaction between aerodynamics and aviation
explains a significant part of the success of both fields (Rae, 1961; see also von Kar-
man, 2004, particularly chapters 1 and 2).

9 See Morrison and Morgan (1999) for a discussion of how constraints on the use and
manipulation of models generates knowledge.

~N
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