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Abstract

To what degree can language be acquired from linguistic input alone? This question has vexed
scholars for millennia and is still a major focus of debate in the cognitive science of language. The
complexity of human language has hampered progress because studies of language–especially those
involving computational modeling–have only been able to deal with small fragments of our linguistic
skills. We suggest that the most recent generation of Large Language Models (LLMs) might finally
provide the computational tools to determine empirically how much of the human language ability can
be acquired from linguistic experience. LLMs are sophisticated deep learning architectures trained on
vast amounts of natural language data, enabling them to perform an impressive range of linguistic tasks.
We argue that, despite their clear semantic and pragmatic limitations, LLMs have already demonstrated
that human-like grammatical language can be acquired without the need for a built-in grammar. Thus,
while there is still much to learn about how humans acquire and use language, LLMs provide full-
fledged computational models for cognitive scientists to empirically evaluate just how far statistical
learning might take us in explaining the full complexity of human language.
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Whether learning language can be achieved from experience alone or whether innate
knowledge of grammar is required has been a central problem in the study of language at
least since Chomsky’s (1959) seminal critique of Skinner (1957). In recent decades, the sides
of this debate have broadly coalesced into two camps (see Dąbrowska, 2015, for a review).
On the one hand, some approaches emphasize the role of domain-specific, rule-like represen-
tations or computations that are at least partially hard-wired and then tuned to an individual’s
linguistic environment during development (Chomsky, 1995; Jackendoff, 2011; Pinker, 1994;
for recent examples, see Chomsky, 2017; Jackendoff & Audring 2019; Yang, Crain, Berwick,
Chomsky, & Bolhuis, 2017). On the other hand, the broad field of usage-based approaches
(Tomasello, 2009) has denied the necessity of innate, language-specific knowledge and asserts
that language can be learned from experience through domain-general mechanisms such as
statistical learning (Christiansen & Chater, 2016), abstraction (Lieven, 2014), and generaliza-
tion (Goldberg, 2019).

Much of the debate has centered around the hypothesized poverty of stimulus (PoS; Chom-
sky, 1980). In broad terms, the PoS argument asserts that the scrappy and haphazard nature
of linguistic experience makes it impossible to accurately generalize it to new grammatical
utterances to the extent that adults do; therefore, language-specific knowledge must under-
lie their productive grasp of grammar. During the first wave of neural network modeling
(Rumelhart & McClelland, 1986), so-called “connectionist models” attempted to reproduce
various linguistic phenomena as counterarguments to the PoS argument. However, although
reasonably successful, these models were extremely narrow in scope and scale, as recognized
by their own proponents (Elman, 2005; McClelland, Hill, Rudolph, Baldridge, & Schütze,
2020), limiting the thrust of their challenge to more traditional nativist approaches.

We suggest that recent advances in language modeling have finally fulfilled the promise of
connectionist models as “empirical tests of learnability claims” (Elman et al., 1996, p. 385).
Indeed, we argue that these models provide an existence proof that the ability to produce
grammatical language can be learned from exposure alone without language-specific compu-
tations or representations. Particularly, we are referring to transformer-based large language
models (LLMs) like GPT-3 (Brown et al., 2020), Gopher (Rae et al., 2021), OPT (Zhang et al.,
2022), BLOOM (BigScience Workshop, 2022), among others. Compared to the connection-
ist models of old, the LLMs are truly large networks with hundreds of billions of weights
and tens of layers—but just like their modest precursors, they are also trained to predict the
next word in a sentence. Some of the key differences between LLMs and their older kin are
the way they process their input (i.e., in parallel instead of sequentially) and the presence
of an attention layer that can encode and weight the dependencies between its components
(Vaswani et al., 2017). Both have allowed networks to become deeper and larger without the
vanishing error gradient that afflicts their older recurrent counterparts. These improvements
moreover make it possible to train them faster and in parallel on much larger corpora.

The key point that we want to make is that the output of these models is, almost with-
out exception, grammatical. Even when examining experiments that are designed to exhibit
some of the model’s shortcomings, such as SubSimulatorGPT3 (https://www.reddit.com/r/
SubSimulatorGPT3/), a forum where all posts and comments are outputs of GPT3, one can-
not help but notice that the content is grammatically correct. Despite the deluge of generated
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long-form text that the launch of ChatGPT (https://openai.com/blog/chatgpt/) has brought
about, one is hard-pressed to find examples of ungrammatical sentences in English. Further
underscoring our point, the examples provided by their harshest critics to highlight the mod-
els’ shortcomings are always grammatical, even when they are arguing against the plausibility
of LLMs as models of human language (e.g., Marcus, 2022a; Marcus & Davis, 2020). Instead,
it has been clear that their limitations reside in the semantic and discourse levels of language
production.

It is easy to overhype LLMs, so we want to be clear about what we are not claiming. First,
we are not claiming that these models understand language. Interacting with the world was
not part of their training or architecture, so their utterances do not have meaning, at least not
in the sense that the same words uttered by a human do. Moreover, they are not language
users in the same way as humans are, as that requires a large additional set of cognitive abil-
ities that they clearly lack, especially those related to social interaction (see Christiansen &
Chater, 2022). Similarly, we are not claiming that they are intelligent, sentient, or agentive,
and we acknowledge that their output can be racist, sexist, or express other harmful biases. In
fact, we agree that LLMs are akin to powerful statistical engines adept at detecting and gen-
eralizing the probabilistic patterns found in the large volume of text they have been exposed
to (Bender, Gebru, McMillan-Major, & Schmitchell, 2021). What we are suggesting, though,
is that LLMs, like GPT-3, can produce human-level grammatical language without a built-in
grammar and that this has important theoretical implications for cognitive science.

Still, it might be objected that LLMs are just mimicking language using statistical patterns
(e.g., Marcus, 2022b) and that LLMs merely reuse bits of the language they have memo-
rized and generalize by extrapolating over past chunks of input (e.g., Pinker, 2022). But this
is exactly what usage-based theories suggest is a key aspect of language learning and use
(e.g., Christiansen & Chater, 2016; Goldberg, 2019; Lieven, 2014; Tomasello, 2009). Indeed,
there is mounting evidence that memorizing, abstracting, and generalizing multiword expres-
sions is precisely how humans learn and use language (see Contreras Kallens & Christiansen,
2022, for a review). Thus, this objection might be turned on its head: If the overwhelmingly
grammatical language produced by LLMs can be explained by statistical learning and gen-
eralization, what is the need for an innate grammar? In other words, LLMs can be viewed
as a usage-based answer to the PoS argument—at least when it comes to the production of
grammatical language.

A more empirical objection to our argument could point to the adequacy of LLMs as
models of human learners based on their scale, computational principles, or training data.
This, of course, is work yet to be done. Nevertheless, some recent studies have suggested
that the analogy is not as far-fetched as intuition would suggest. For example, in a next-word
prediction paradigm, Goldstein, Zada, and Buchnik (2022a) found a remarkable overlap
between the predictions made by GPT-2 and human participants when listening to a podcast.
Moreover, they suggest that GPT-2 embeddings contain information useful for encoding
predictive brain activity in language processing. In an even more recent preprint, Goldstein
et al. (2022b) found a correspondence between GPT-2’s per-layer activation and the time
course of language processing using EcoG (i.e., recordings from electrodes implanted in the
brain). Importantly, this processing parallel does not seem to be a function of the unrealistic
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number of tokens to which LLMs are exposed during training: Hosseini et al. (2022) found
that GPT-2 embeddings can be used to predict the activation of the language network in an
fMRI neuroimaging study even when trained on 100 million tokens or the equivalent of the
first 10 years of a child’s language exposure (Gilkerson et al., 2017). All this considering
that the scale of GPT-2 is orders of magnitude smaller than the most recent wave of LLMs
(Dettmers et al., 2022). Thus, there are reasons, albeit preliminary, to believe in the adequacy
of LLMs as models of at least some dimensions of language acquisition and processing.

In contrast to the connectionist models of 20 years ago, contemporary LLMs provide
actual working models of full-blown language skills that can be explored experimentally.
Through careful analyses of their output, we can assess just how much can be learned from
the statistical regularities of the linguistic environment (Futrell et al., 2019; Wilcox, Futrell,
& Levy, 2022). Some of this work has already been done in the context of encoder-only
masked language models, such as BERT and its related descendants (Ettinger, 2020; Pandia &
Ettinger, 2021; Rogers, Kovaleva, & Rumshisky, 2020). Their failures, such as with semantic
coherence or pragmatics (Arehalli, Dillon, & Linzen, 2022; Dou, Forbes, Koncel-Kedziorski,
Smith, & Choi, 2022; McClelland et al., 2020), are also interesting and point to other central
tenets of usage-based theories such as the role of environmental contexts, developmental
histories, cognitive machinery, and functional pressures in human language learning and
use (Christiansen & Chater, 2022). The recent availability of LLMs thus allows for new
systematic explorations into what can and cannot be learned purely from regularities in the
input, with many key facets still underexplored and ripe for picking.

In summary, we believe that, even considering their limitations and allowing for a reason-
able amount of skepticism around their true capabilities, LLMs have the potential to inform
future work in the cognitive science of language. They can be viewed as working models
of the potential of pure statistical learning of grammar based on prediction, memorization,
generalization, and abstraction. Given their status as models, exploring their limits can offer
new insights into how humans learn and use language to communicate. However, consider-
ing that the learnability-based argument for innate knowledge of grammar rests on the literal
impossibility of this approach achieving the level of performance that LLMs have, their mere
existence is already a game changer.
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